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1 Introduction

It has been recognized that multi-view video coding is a key technology that serves a wide variety of applications, including free-viewpoint and 3D video applications, including home entertainment and surveillance. A more comprehensive description of related technology is given in [1] and an overview of the applications that are enabled and their requirements are given in [2].

The objective of this Call for Proposal is to standardize new technologies for the encoding of multi-view sequences improving the coding efficiency of current video coding solutions performing simulcast of independent views, for a similar degree of encoder optimization. The rest of this document provides further details on the test conditions, evaluation procedure, schedule and requirements for submission.

2 Scope of the Call

Complete solutions for multi-video video coding are sought, which define a coding architecture and corresponding algorithms. A working software model of an encoder and decoder is required to verify the performance. The results of each proposal will be evaluated, both subjectively and quantitatively. Proposals will also be evaluated in terms of requirements as well. Based on both the performance and requirements evaluation, one proposal will be chosen as a starting point for further collaborative work. 

In addition to submission of complete solutions, coding tools that address specific requirements may also be submitted. Such proposals will be assessed as technical contributions from which core experiments may be defined.

The description of the test data and coding parameters for testing multi-view video coding technology is provided in Annex A. Also included in this annex are the coding parameters used to encode the AVC anchors. 
3 Timeline

The schedule for the Call for Proposals is provided below. Technical requirements for submission are outlined in Annex C, while general information about submissions is described in Annex D.

Schedule:
2005/07: Call for Proposals 

2005/10/10: Pre-registration deadline (complete and submit form in Annex E)

2005/11/28: Registration deadline (complete and submit form in Annex F)

2005/12/12: Coded test material available at the test site

2006/01/02: Subjective assessment starts

2006/01/10: Submission of documents to MPEG Video Chair

2006/01/14-15: AHG meeting - extensive viewing of results and preliminary assessment

2006/01/16-20: 75th MPEG meeting - report of the subjective test and evaluation of responses

4 Testing Procedure
SSIS (Single Stimulus Impairment Scale) will be used for the testing. A detailed description of the testing procedure as well as alternative testing methods under consideration can be found in Annex B. The anchors to be used as a reference are described in Annex A.
5 Proposal Fees
Proponents are likely to be charged a fee per submitted algorithm proposal. Such fee will be a flat charge for each proposal to cover the administrative cost without any profit. The fee is non-refundable after the formal registration deadline has passed. The fee is estimated to be in the range of € 1,500-2,000; the exact cost will be determined after the number of submitted proposals is known.
6 Source Code and IPR
Proponents are advised that, upon acceptance by MPEG for further evaluation, MPEG may require that certain parts of any technology proposed be made available in source code format for inclusion in the prospective multi-view video coding standard. Commitment to provide such software will be required. If proponents consider that any aspects of their technology should not be made available in source code, then they shall clearly state at the time of submission which aspects and why.
Furthermore, proponents are advised that this Call is being made under the auspices of ISO/IEC, and as such, subject to the ISO/IEC Intellectual Property Rights Policy as approved by the ISO and IEC councils in 1994 (see attachment iso_iec_ipr_policy.doc). Because of the unique nature of technologies required for multi-view video coding solutions, proponents who feel the need to clarify the general ISO/IEC IPR policy should state the reasons for such a need.
7 Contact Persons
Prof. Jens-Rainer Ohm

(MPEG Video Subgroup Chair)
RWTH Aachen University
Institut für Nachrichtentechnik, 52056 Aachen, Germany

Phone: +49-241-80-27671

Fax: +49-241-80-22196

Email: ohm@ient.rwth-aachen.de
Dr. Aljoscha Smolic 
(3DAV Adhoc Group Chair)

Fraunhofer Institut für Nachrichtentechnik

Heinrich-Hertz-Institut (HHI)

Einsteinufer 37, 10587 Berlin, Germany

Phone: +49-30-31002232

Fax: +49-30-3927200 

Email: smolic@hhi.de

Mr. Tobias Oelbaum

(MPEG Test Subgroup Chair)

Lehrstuhl für Datenverarbeitung

Technische Universität München

Arcisstrasse 21, 80333 München, Germany

Phone: +49-89-289-23620

Fax: +49-89-289-23600
Email: oelbaum@tum.de
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Annex A: Test Data and Coding Parameters

In this test, AVC is chosen as reference. In the following, the properties of the data sets, as well as the coding conditions and parameters for encoding the reference are given.

A.1 Test Data 

The data sets for this Call can be downloaded from the following ftp sites. If a username and password is not given, then anonymous login can be used to access the site. Validated camera parameters for all test data will be made available on the same ftp sites by August 19, 2005.
MERL

ftp://ftp.merl.com/pub/avetro/mvc-testseq
HHI

https://www.3dtv-research.org/3dav_CfP_FhG_HHI/
KDDI

ftp://ftp.ne.jp/KDDI/multiview
Microsoft Research

http://www.research.microsoft.com/vision/ImageBasedRealities/3DVideoDownload/
A conversion program for bmp to yuv can be downloaded at 

http://www.ldv.ei.tum.de/page50
Tanimoto Lab

http://www.tanimoto.nuee.nagoya-u.ac.jp/
usr: mpegguest

pwd: ftvdata
Table 1 describes the properties of the various test data sets, which form a representative set. These data sets vary in the number of cameras/views, the arrangement of the cameras, distance between cameras, as well as properties of the images in terms of image size and frame rate. All sequences are provided in YUV 4:2:0 planar format, except for the Microsoft Research data that are available in BMP. At the above web page at TU Munich a program can be found that shall be used for conversion to yuv.
Table 1. Test Data Sets
	Data Set 
	Sequences
	Image Property

	Camera Arrangement

	MERL

(m12077)
	Ballroom, Exit 
	640x480, 25fps

(rectified)
	8 cameras with 20cm spacing; 1D/parallel

	HHI

(m11894)
	Uli
	1024x768, 25fps

(non-rectified)
	8 cameras with 20cm spacing; 1D/parallel convergent

	KDDI

(m10533)
	Race1
	640x480, 30fps 

(non-rectified)
	8 cameras with 20cm spacing; 1D/parallel

	KDDI

(m10533)
	Flamenco2
	640x480, 30fps 

(non-rectified)
	5 cameras with 20cm spacing; 2D/parallel (Cross)

	Microsoft


	Breakdancers
	1024x768, 15fps

(non-rectified)
	8 cameras with 20cm spacing; 1D/arc

	Nagoya University/Tanimoto Lab

(m12022)
	Rena
	640x480, 30fps

(rectified)
	100 cameras with 5cm spacing; 1D/parallel

	
	Akko&Kayo
	640x480, 30fps

(non-rectified)
	100 cameras with 5cm horizontal and 20 cm vertical spacing; 2D array


A.2 Coding Scenarios and Conditions

The coding conditions are provided in Table 2. The average bit-rate per camera view is given, which implies a total rate over all camera views.

Table 2. Coding Conditions
	Test Sequence
	Temporal Random Access

	Bit-rates

[average kbps/camera]

	Ballroom
	0.5 sec
	256
	384
	512

	Exit
	0.5 sec
	192
	256
	384

	Uli
	0.5 sec
	768
	1536
	2048

	Race1
	0.5 sec
	384
	512
	768

	Flamenco2
	0.5 sec
	256
	384
	512

	Breakdancers
	1.0 sec
	256
	512
	1024

	Rena [16 center views]
	0.5 sec
	256
	512
	1024

	Akko&Kayo [3 vertical * 5 horizontal views]
	0.5 sec
	192
	384
	768


Only a subset of cameras will be used from the Rena and the Akko&Kayo sequences since processing all 100 views would be too much effort. To benefit from the high spatial density, the 16 center views will be used from Rena, and a 2D array of size 3x5 in vertical and horizontal direction will be selected from Akko&Kayo. On the ftp site above a link will point to exactly these views to ensure that the right subset is used by all respondents.

Minor changes to these conditions, meaning selection of test data and coding conditions, may be decided at the 74th MPEG meeting in October 2005. The only reasons to do so may be failure of validation of camera parameters of a certain data set, or inappropriate bit-rate settings as decided by the group by viewing of anchors (see below) at the 74th MPEG meeting. In the first case the sequence will be replaced, in the second case new bit-rates will be specified. Any changes will be specified in an output document of that meeting and distributed to all parties that have pre-registered for the Call.
A.3 Parameters for AVC Reference

The complete test data set specified above will be encoded using AVC using the specified coding conditions to serve as reference. The first purpose of this reference is to help proponents to develop their algorithms. They will be able to compare their results to the best video codec available. The second purpose is to use the reference also for formal subjective testing. The references will be treated as any of the proposals, i.e. they will be rated in the blind test. This will allow concluding whether there is a gain from the MVC proposals and how much it is. 
The data will be made available by October 17, 2005 at

https://www.3dtv-research.org under Public Repository
This will include:

· Bit-streams for all test data sets at all specified rate points

· Decoder executable to generate the decoded yuv files from the bit-streams

· Report of PSNR results for all test data sets at all specified rate points

The AVC reference shall be encoded according to the coding conditions in Table 2 with the coding parameters as specified in Table 3. For the test, the software used for AVC will be JM9.5.

Table 3. AVC Parameters
	Feature / Tool / Setting
	AVC Parameters

	Rate control
	Yes, basic unit=1 MB row

	RD optimization
	Yes

	Specific settings
	Loop filter, CABAC

	Search range
	(32 for VGA/XVGA

	# Reference picture
	5

	Temporal random access

(Open GOP)
	1 sec (15 fps)

0.5 sec (30fps/25fps)

	GOP Structure
	IBBP…

	Direct mode
	Spatial

	FRExt tools (e.g., adaptive block transform)
	Yes


Annex B: Evaluation Procedure
Based on the decoded yuv results that are provided by proponents, subjective comparison between the proposals will be made. Proposals will be compared using SSIS (Single Stimulus Impairment Scale). This method has proven to deliver reliable results when used for evaluation of the visual quality of video codecs and is specified in ITU-R rec. 500-11. The SSIS method has been chosen due to the high quality differences that are expected to appear.

Evaluation will be conducted by comparing one view at a time. To reduce the viewing, 1-2 views from each dataset will be selected randomly at each bit-rate.

For the presentation of the videos under test, a DLP projector will be used. The projector will be operated in its original resolution. The test room itself has to be set up according to ITU-R rec. 500-11. The viewing distance should be set to 3H for the VGA (640x480) and to 2.5H for the XVGA (1024x768) case. If several different resolutions should be tested each resolution has to be tested in a separate test session. A single test session shall not exceed 30 minutes to avoid fatigue of the subjects.

The tests shall be performed with a minimum of 20 subjects preferably with age below 35. All subjects have to be tested for visual accuracy and color blindness. 

Results of the test will include the mean value of all the votes plus the 95% confidence intervals.

Annex C: Technical Requirements for Submission

This annex details what proponents are expected to submit as part of their response to the Call.

To evaluate the performance of each proposal for a complete solution, responses to the call must collectively provide evidence on the complete set of representative test data. As a result, those responding to the call are expected to provide complete results for all data sets. It should be noted that contributions for complete solutions that report results for only a subset of sequences within a given coding scenario are incomplete and will not be considered.

A textual description of the coding algorithm, experimental results and simulation software must be provided that includes the following:

· A technical description sufficient for conceptual understanding and generation of equivalent performance results by experts and for conveying the degree of optimization required for duplicating the performance. This description should include all data processing paths and individual data processing components used to generate the bitstreams. It need not include bitstream format or implementation details.

· Description of how their technology behaves in terms of random access to any frame within the sequence. A description of the prediction structure and the maximum number of frames that must be decoded to access any frame must be provided.
· Description of complexity for both encoder and decoder. Specifically, the following points shall be discussed: encoding/decoding delay, required memory, computational complexity, and average number of memory accesses per pixel.
· Description of the rate control algorithm that has been applied for encoding, if any.

· Detailed presentation of simulation results including average PSNR for each view over time, average PSNR and variance over the temporal averages of all views (1 curve per data set), average rates for each data set over all views. For a particular point, the bit-rates shall not be more than 5% over the specified bit-rates. A sample Excel template illustrating how the sample results for a data set should be reported will be distributed to those who pre-register. It is strongly suggested that respondents use this template in preparing their results. Any non-uniform distribution of quality or quality improvement over different camera views should be apparent by the above results and/or stated explicitly.

· State the programming language in which the software is written, e.g. C/C++ and platforms on which the binaries were compiled.
· A point-by-point analysis on the fulfilment of specific requirements given in [2] must be included. Proponents are expected to complete the form in Annex G and include the completed form as part of their final submission. 
In order to perform subjective evaluation, proponents must mail either a DVD or a HDD with the reconstructed yuv files to Tobias Oelbaum (address given in section 7) until 05/12/12.
In order to allow cross-checking of proposals, proponents must also bring to the meeting (1) bitstreams, (2) decoder executable, and (3) decoded yuv files. These items are used to verify overall bit-rate and that the bitstreams provided actually reconstruct the yuv files that correspond to those sequences being used in the evaluation.

Annex D: General Submission Information
Registration:
Participants must express their intention to participate in this Call for Proposals by sending a completed pre-registration form as given in Annex E to Prof. Jens Ohm, Video Chair (ohm@ient.rwth-aachen.de) by October 10, 2005. A completed registration form as given in Annex F must be submitted by November 28, 2005.

Documentation:

Submit by January 10, 2006 via email an input document to Prof. Jens Ohm, Video Chair (ohm@ient.rwth-aachen.de). This document shall give all information requested. It is strictly required that the test conditions and bitrates described are employed in the comparison. All documents received will be uploaded by the Video Chair to the MPEG document site in an input document to the 75th MPEG meeting in Bangkok, Thailand. Decoded yuv sequences shall be sent to Tobias Oelbaum (Test Chair) by December 12, 2005 to the address given in section 7.

Participation:
It is advisable for proponents to attend the 75th MPEG meeting in person in order to allow discussions on details of proposals. Non-MPEG respondents will be allowed to participate in this meeting.

Who can attend:

This activity is open to interested parties who wish to contribute with inputs both in terms of technical solutions and application requirements. Regular participation to MPEG meetings is subject to some guidelines. In particular, attendance to an MPEG meeting is subject to accreditation by National Bodies in WG11. Details about how to obtain such accreditation and other general information are provided at http://www.chiariglione.org/. Further information may be obtained from the contact persons. Interested experts are highly encouraged to join the mailing reflector of this activity by sending an email to majordomo@mlc.nifty.com with the message “subscribe mpeg-3dvideo” as the first line in the body.
Annex E: Pre-Registration Form
	Company:
	

	Contact name:
	

	Address:
	

	Phone number:
	

	Fax:
	

	Email:
	

	Title of submission:
	

	Completeness of submission 
(circle as applicable)
	 Complete Solution / Standalone Tool


Annex F: Registration Form
	Company:
	

	Contact name:
	

	Address:
	

	Phone number:
	

	Fax:
	

	Email:
	

	Title of submission:
	

	Abstract:


	

	Completeness of submission 
(circle as applicable)
	 Complete Solution / Standalone Tool 



Date:
Name:

Annex G: Fulfilment of Requirements
	Requirement


	Comments

	Compression Related Only
	Compression Efficiency
	

	
	View Scalability
	

	
	Spatial/Temporal/SNR Scalability
	

	
	Resource Consumption
	

	
	Low Delay
	

	
	Robustness
	

	
	Resolution, Bit Depth, Chroma Sampling Format 
	

	
	Picture Quality among Views
	

	
	Temporal Random Access 
	

	
	View Random Access
	

	
	Spatial Random Access
	

	
	Resource Management
	

	
	Parallel Processing
	


� People who formally registered will receive instructions on how to submit the coded materials.


� MPEG Video Chair will compile all proposal documents into one MPEG input document.


� Rectified means that the images are properly registered by applying a homography matrix.


� Temporal random access is imposed for fair comparison with the AVC anchors. No constraints are put on view random access to allow for flexibility in different proposals. We are aware that this could affect coding efficiency comparisons.   


� As standalone tools are not evaluated in the formal subjective tests, no fees apply.


� The requirements in bold shall be fulfilled by the proposals. See � REF _Ref101709147 \r \h � \* MERGEFORMAT �[2]� for details on the requirements themselves.





